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Due to the application of higher frequencies and the continuous down-scaling
process, there is a higher probability of unforeseen interactions between different
domains of a Radio Frequency Integrated Circuit (RFIC), which can lead to the
variability of the output performance functions. Since these undesired phenomena
ought to be investigated in the early phases of the integrated circuit (IC) design, in
this work we formulate the robust optimization problem in terms of the expectation
and the standard deviation values under the uncertainties of material parameters.

Therein, the statistical information included in the multi-objective functional can be
provided by a response surface model. For this purpose the Stochastic Collocation
Method (SCM) combined with Polynomial Chaos Expansion (PCE) has been used. The
reason for analyzing the variability of the Electromagnetic Interference (EMI) is, on the
one hand, to quantify the uncertainty in an integrated Radio-Frequency
Complementary Metal-Oxide Semi-Conductor (RFCMOS) transceiver design, and, on
the other hand, to improve this design in a robust sense. We have illustrated our
methodology for an integrated Radio-Frequency Complementary Metal-Oxide
Semi-Conductor (RFCMOS) transceiver design.

Keywords: Floor-plan modeling; Isolation grounding; Polynomial chaos expansion;
Stochastic collocation method; Uncertainty quantification; Robust design
optimization; Sobol decomposition; Variance-based and local sensitivity analysis

1 Introduction

Nowadays the computational electromagnetic (CEM) modeling methods are the integral
part of the advanced tools for electromagnetic compatibility (EMC) problems of inte-
grated circuits (ICs), encountered in engineering practice [2]. In contrast to the tradi-
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tional EMC product testing, which are both time-consuming and expensive, computa-
tional modeling and simulation offer more flexibility in design modification and are po-
tentially faster and cheaper [39]. They can be applied to resolve a broad range of real
life problems, including interference issues and coupling effects in modern mixed-signal
and radio frequency integrated circuits. The latter has become more and more impor-
tant with the continuous integration process of RF, mixed signal and digital blocks on a
single die, which is additionally combined with observable trends on semiconductor mar-
ket to apply higher frequencies for accommodating higher data rates [20]. These trends
towards miniaturization of RFIC allows primarily for easier implementation of multiple
functions in a compact unit, which implies also substantial reductions in product cost. In
fact, the complexity poses many challenges in the integration process of various subsys-
tems, such as the so-called aggressors (the noisy blocks), the victims (the sensitive part,
affected by noise) and other intellectual property (IP) blocks to ensure their proper and
interference-free operation [15]. Additionally, provisions should be made at the influence
of the miniaturization on the failure probability associated with yield loss due to defects,
faults, process variations and design issues [37]. In fact, the statistical variations in input
parameters, originating from manufacturing tolerances of industrial processes, may re-
sult in a thermal destruction of devices due to thermal runaway [30, 32]. In this respect,
taking the input statistical variations into account in modeling allows for providing the
predictable and reliable RFIC simulations. Moreover, unintended RF coupling, caused by
industrial imperfections and miniaturization due to the scaling-down process, could sig-
nificantly downgrade the quality of products and their performance or even be dangerous
for safety of both environment and the end-users [8]. Thus, to meet the stringent design
specification requirements for electromagnetic compatibility standards [4] such as speeds,
bandwidth, noise margin crosstalk, etc., the ICs designers have to be aware of interference
issues caused by high-frequency phenomena and randomness involved in the manufac-
turing process. Considering these phenomena at early design stages allows for avoiding
expensive re-spins and to reduce iterations in the time-to-market cycle.

Therefore, the structured methodology is needed to model the adverse effects caused by
the manufacturing process using polynomial chaos expansion combined with the stochas-
tic collocation method [43—-46] for analysis of the EMC problem of integrated circuits.
Here, we focus more on the new application of the methodology mainly developed in [32,
33, 35]. Taking this into account, the special attention is paid to the analysis of both the
means of the gradient of the output characteristics with respect to parameter variations
and on the variance-based sensitivity, which allows for quantifying impact of particular
parameters to the variance of output functions. For this purpose, the Sobol decomposi-
tion [38] has been applied. The proposed approach is innovative, since statistics based
on uncertainty quantification (UQ) allows for assessing the most influential input ran-
dom parameter, which can be further used for the physically-based design of RFIC model.
Additionally, the UQ can be incorporated in the Gauss-Newton optimization algorithm
[27], which yields the powerful tools for the automatic design of RFIC system, while tak-
ing both noise and uncertain input parameters into account. More specifically, based on
results achieved in [28], the so-called mean gradient sensitivity analysis has been explored
to approximate the derivative of the robust functional, which furthermore, has been ap-

plied in the optimization process. Hence, the current paper is an extended version of [29]
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providing detailed insights on the floorplanning and grounding strategy as well as new
results for the variance-based and the local sensitivity analysis.

The paper is organized as follows. Section 2 overviews the methodology developed and
used for modeling and simulation of an integrated RECMOS transceiver for automotive
applications, that is the so-called floorplan modeling and isolation strategy. Section 3, in
turn, considers the benefits of the PCE-based stochastic collocation methods applied for
solving the random-dependent Differential-Algebraic Equations (DAEs) and additionally
provides the results for the variance-based and the local sensitivity analysis. Section 4 deals
with the robust optimization problem, which definition includes the statistical moments,
used as cost functional. Section 5 gives some achievements obtained during the project
with respect to reliable RFIC isolation. And finally, in Sect. 6 we briefly summarize our
paper including remarks and future work on this research.

2 Methodology for deterministic modeling

In this work, we analyze a design of an integrated RECMOS automotive transceiver de-
sign, depicted on Fig. 1, which is treated in our study as a test case. Thus, we consider a
fully functional chip [20], which, in particular, is comprised of four main subsystems such
as (i) an analog-to-digital converter (ADC), (ii) the receiver and power amplifier (RxPA),
(iii) the crystal oscillator and local oscillator (XoLO) and (iv) the digital part. Therein,
for the noise generation, which affects proper functioning of other systems, the so-called
aggressor units such as digital logic, digital input/output (I0) systems (IOs), clock gener-
ation circuits, etc. are responsible. Due to the complexity of the used test case, the proper
methodology needs to be used in order to analyze the EMC problems. Within this con-
text, the proper operation of devices and circuits in electromagnetic environment can be
achieved by applying appropriate shielding strategy together with controlled low emission
of noise sources. Therefore, to take into account varied type of coupling in our modeling
approach, the special methodology, proposed in [20] and further developed by [15], has
been applied. This methodology makes use of an overall model of the RF product, con-
sisting of the following key elements:

+ On-chip: domain-regions, padring, sealring, splitter cells, substrate effects (including
deep-Nwell and Pwell regions).

victim parts : f T 12 aggressor parts :
- sensitive RF tuners, - M= - digital logic,

- analog los, i = s - digital IOs,
-ADC, o o - clock generation circuits,
-VCO, etc. - ] . - DACs,etc.

[ victim/aggresor role J

Figure 1 Domains in the chip floorplan
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Figure 2 Testbench implementation in ADS/Momentum
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+ Package: ground and power pins, bondwires/downbonds, exposed diepad connection.

« Printed Circuit Board (PCB): ground plane and exposed diepad connections.

An abstract, high level simulation model is constructed (see Figs. 2 and 3), connecting the
above mentioned key elements together. Noise sources/interferences are supplied to this
network of elements. A typical topic of investigation is the isolation of the sensitive RF do-
main (= ADC + RxPA + XoLO) with respect to the noise coming from the digital domain.
Physical implementation parameters of interests are then a.o., the number of downbonds,
the number of ground pins, domain spacing, domain shape, application of deep-Nwell, ex-
posed diepad, the number of exposed diepad vias. In the specific case of the development
of the transceiver IC a key requirement is isolation of the (very) sensitive, single-ended
receiver block from the ‘dirty’ digital part. This is essential to ensure product compliance

with specifications.
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2.1 Mathematical modeling for an RFCMOS automotive test case
In our work, to avoid computationally expensive simulations of the fully three-dimensional
model of RFIC [39, 48], the Equivalent Circuit Model (ECM) with the appropriate floor-
plan modeling and isolation strategy has been used. More specifically, the ECM has been
created based on the simulation of a chip architecture using the Advanced Design System
(ADS)/Momentum software from Keysight Technologies [18]. Hence, for the solution of
systems of partial differential equations the Methods of Moments (MoM) [6] has been em-
ployed, where the concept of Green functions is explored to model the proper behavior of
the substrate [12].

Therein, the interaction of the ICs with their physical environment has been consid-
ered by solving an integral formulation of the time-harmonic partial differential equations
(PDEs), derived from Maxwell’s equations

V- e@®)[VV(0) +iwA@©®)] = -5(0), (1a)
v(O)V x V x A(0) =J(0) + wze(e)[A(Q) - iv‘;(e)], (1b)
V- A(9) +iwkV(0) =0, (1c)
vV -J(6) +iwp(6) = 0, (1d)

which have been equipped with suitable initial and boundary conditions, in the commer-
cial software Momentum [18]. Here, the variable i is defined by i = v/~1, k denotes a scaling
factor, while p is the charge density. In the above system (1a)—(1d), V denotes the electric
scalar potential, while A is the magnetic vector potential. The location in space is de-
noted by r and 0 := (r,f); @ = 27 f refers to the angular velocity with f being the frequency.
The real-valued functions €(r) and v(r) describe the permittivity and the reluctivity, re-
spectively. We have carried out our simulations in a time-harmonic regime that yields
accurate electromagnetic simulation performance at radio frequencies for the geometri-
cally complex and electrically small designs. Their outcome in the form of S-parameters,
generated for general planar circuits, contains sufficient amount of information in order
to characterize each individual component, used in the ECM. The ADS tool of Momen-
tum, which is advantageous in describing the electrical device characteristics, gives the
opportunity to model the behavior of RF passive component by a frequency independent
lumped model [18]. Thus, this lumped model can be further explored in both the direct
and optimization problems [28, 29].

For this purpose, based on the conducted simulations of (1a)—(1d) and the proper floor-
planning with grounding strategies, an equivalent circuit model of the IC and package has
been developed [20], depicted in Fig. 2. It is supposed to be the lumped model of the 3D
model, shown in Fig. 1. When for the mathematical modeling of the EMC the flux/charge
oriented Modified Nodal Analysis (MNA) has been used, the time-harmonic structured
DAE, written in a compact way, is given by

iwC(p(k))x(p(k),f) + G(p(k))x(p(k),f) =s(f), k=1,...,K, (2)

where x(p,f) € C” denotes the vector of unknowns, which contain node voltages, inde-
pendent and dependent voltage source currents as well as inductor currents; p is the pa-
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rameter of interest. s(f) € C" refers to an input vector which is determined by the inde-
pendent current and voltage sources. The matrices C(p), G(p) € C"*” describe the lumped
memory-less and memory elements, respectively, which depend only on the parameters
p, while # corresponds to the total number of MNA variables [11, 13, 36].

Specifically, in our work we are particularly interested in how the digital domain influ-
ences other subsystems. To this end, we define for a (scalar) cross-domain coupling the
transfer function as in [5]

Y
Do HG),  9)i= by - = arg(H(io), ®

G(w) = x|~

when considering a complex harmonic system with a sinusoidal component of | X|, an an-
gular frequency w and a phase ¢ := arg(X) as an input to a linear time-invariant system
and then its corresponding output as | Y| and ¢y := arg(Y). The specific definitions of ob-
jective functions to be included in the optimization procedure will be given in Sect. 4.1.
More information on the extraction of the equivalent circuit model from the PDEs can be
found, e.g., in [15, 20]. For the needs of this study, we also briefly recall some basic con-
cepts of the EMC extraction that are required for stochastic modeling. It will be a topic of
Sects. 2.2 and 2.3.

2.2 Testbench model of the integrated circuit
As the first step, an initial floorplan model, describing the interaction between individual
IP blocks/substrate domains via the substrate and well structures, is created. If present,
also the connection of the backside of the die is included by taking the vertical substrate
noise propagation path into account. Each IP block is represented by a single port, rep-
resenting substrate connections. Such a first-order model can be created with a number
of commercially available EM simulators. Initially, a rough estimate of the technology pa-
rameters can be sufficient (e.g., substrate conductivity). The output (either S-parameters
or lumped circuit components) is then included in the simulation testbench shown later.
In addition in finding the optimal relative placement of the IP blocks and the spacing be-
tween them, this model can also be used to study the impact of, e.g., type of substrate (bulk
vs. silicon-on-insulator), doping levels (lowly-doped vs. highly-doped), backside connec-
tion (soldered vs. glued), etc. Figure 3 shows an example floorplan model indicating the
typical complexity (number of used substrate/ground domains) of the analyzed design.

The aggressor current, representing the switching activity of, e.g., the digital block, pro-
duces a bounce on the supply and ground nodes due to the finite impedance of the sup-
ply/ground network. This noise then couples to the victim through the substrate repre-
sented by the floorplan model. The values of the well junction capacitances representing
the well structures are determined by the technology, the aggressor area and the design
style (e.g., presence of Deep N-Well). In addition, currents through the bondwires can also
inductively couple to the bondwires of the victim circuit. On-chip voltage regulators and
decoupling capacitances have an impact on the coupling and need to be included in the
model, either as S-parameters or by a simplified circuit model. Typical aggressors include:
digital logic, digital IOs, clock generation circuits, a digital-to-analog converter (DAC) and
ADC.

When more details about the victim IP architecture become available, a simple victim
circuit can be created. For example, a low-noise amplifier can be represented by a voltage-
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controlled current source, or an ideal operational amplifier with a simplified feedback cir-
cuit. In this case, in addition to the substrate noise rejection properties of the circuit, the
noise coupling to the amplifier input can be included in the model. Finally, when the de-
sign of the victim block is complete, an S-parameter file, containing the relevant terminals
(e.g. substrate and sensitive input), should be generated by the IP designer for inclusion
in the interference testbench. Typical victims are: sensitive RF tuners, analog IOs, ADC,
voltage controlled oscillators (VCO), etc.

Similar to victim IP models, different levels of abstraction are used to incorporate the
package coupling effects in the analysis. Again, at early stages, a very simple model could
be useful. Lumped inductances with estimated values based on expected lengths of bond-
wires [3] and leads are added to the testbench. Later, it can be extended with estimates of
mutual inductances and capacitances, based on previous designs or simple models. At this
stage, a concurrent optimization of the floorplan and the IO ring takes place. Finally, when
the IO ring and pin assignment is fixed and the package choice is finalized, the full-package
model can be included in the test bench for a more accurate prediction of inductive and
capacitive effects. The models of individual IP blocks, the floorplan and the package are
combined in a single testbench, which is used to investigate the total effect of all imple-
mented isolation measures (see Fig. 3).

2.3 Verification of the applied methodology
Validation of the methodology has been reported in [20]. The same relative effect of 8—
9 [dB] by adding the downbonds for the ground connections has been observed in both
simulated transfer values, as well as in spur measurements of packaged IC samples.

A more direct validation approach includes comparison of the voltage transfer between
different ground domains in the design. As can be seen from Fig. 4, the general trends are
predicted within a few [dB] for various combinations, indicating that the main coupling

paths, as well as the parameter estimates, are properly incorporated in the model [15].

3 Stochastic modeling and uncertainty quantification
In the model (2), we replace physical parameters p € IT € R? by independent random vari-
ables p : £2,; — IT on some probability space (£2,;,.4, P) to quantify uncertainties. Let p;

Domain B - Domain A ’

Coupling in dB

-40

1E7 1E8 1E9 4E9
Frequency in Hz

Figure 4 Coupling between different ground domains of the packaged IC. Measurements (solid) vs.
simulations by isolation methodology (dashed) [15]
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fori=1,...,q be arandom variable with a traditional probability distribution like uniform
distribution or Gaussian distribution, for example. The solution of the system (2) becomes
a random field, i.e., each component of the solution represents a function depending on
the random variables p for fixed frequency f € F in some frequency range F € R. The
chosen physical parameters belong to the four different parts (a)—(d) of the functional chip
specified in Sect. 2.1.

3.1 Polynomial chaos expansion
Let z: IT — R be a measurable function depending on the random variables. The associ-
ated expected value reads as

Elz] = /9 z(p(x)) dP(x) = /n z(p)p(p) dp (4)

using the probability density function p : IT — R. The variance is defined as usual by
Var(z] = E[(z—E[2])?]. A function z is square-integrable, if the expected value E[2?] exists.
Moreover, it holds that E[®;®;] = §; with the Kronecker delta symbol.

Any square-integrable function owns a unique Polynomial Chaos (PC) expansion,
see [44]. Let y : [T x F — R be a function depending on the domain F as well as the
random variables in I7. If y is always square-integrable with respect to the random vari-
ables, it holds that

y(p.f) =Y _vi(f)@i(p) foreachf (5)

i=0

with the coefficients v; : F — R and the basis polynomials @; : [T — R. Moreover, it holds
that E[®;®;] = §;; with the Kronecker delta symbol. The convergence is in the mean-square
sense in the probability space. The coefficients become frequency-dependent functions
and are defined by the inner products

vi(f) =E[y(-/)@i(-)] forieNyandeachf. (6)

Consequently, we consider the PC expansion (5) pointwise in the frequency parameter.
In practice, just a finite number of terms can be handled, which implies a truncated

expansion

N

50.) = Y vilf)®u(p)  for cach f 7)

i=0

as an approximation of the exact function (5). Often all polynomials up to some total de-

gree d are included. Since g independent random variables are given, the number of basis

(d+q)!
dlq!

value and the variance are given by

polynomials becomes N + 1 = . Furthermore, assuming that @, = 1, the expected

N

E[y(.N] =E[(.N]=v(f) and Var[y(,f)] = Var[j./)] = " |vitf)|” (8)

i=1

when using (7).
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3.2 Pseudo-spectral approach

In our work, we apply a stochastic collocation method for the approximation of the co-
efficient functions in the truncated expansion (7). Therein, the probabilistic integrals (4)
in (6) are computed approximately by a multidimensional quadrature rule, which is spec-
ified by a set of nodes {p", ..., p®} C IT and a set of weights {w1,...,wg} CR. Thus, the
approximations read as

K
vif) = Z wey(pY,.f)@:(p")  for each f 9)

k=1

and i =0,1,...,N. Specifically, the Stroud formula of order 3, see [30, 32], is used in a nu-
merical quadrature. The number of nodes becomes K = 2g, which is the minimum num-
ber required for a polynomial exactness of degree 3. The associated weights are all positive
and identical, i.e., wy = ﬁ for all k, which represents an advantageous property with re-
spect to error propagation. In our application, we consider the solution of the model (2)
with random parameters. Thus, the evaluation of (9) requires the numerical solution of K
deterministic systems (2) including boundary conditions, one system for each parameter

realization.

3.3 Sobol decomposition and variance-based sensitivity analysis
Given a function z : [T — R depending on parameters p, we are interested in sensitivi-
ties. Local sensitivities are given by the partial derivatives of the deterministic parameter-
dependent function z provided that the function is smooth.

Global sensitivities quantify the dependence on the random variables p in the probability
space. The global sensitivity coefficients can be defined by the PC expansion of a square-
integrable random variable, see [24, 25, 38]. We define the index sets

Z;={i € Ny: ®; is non-constant in p;} forj=1,...,q,

which represent the sets of polynomials depending on a particular random variable. Let
(vi)ien, be the PC coefficients of the function z. A truncation of the index sets and the
approximation (8) of the variance generate an approximation of the global sensitivity co-
efficients, i.e.,

N
SI:<ZV?)/<ZV?> forj=1,...,q (10)
i=1

ieZ;
with finite index sets f] =7;n{0,1,...,N}. These approximations implies the bounds
0<S§;<1 foreachj and 1<S+S+---+5,<q. (11)

A random variable p; exhibits a relatively strong impact on the output z, if it holds that
S;~ 1.1f §; ~ 0, it is not significant. In our application, a function y : IT x F — R is given.
Thus, we apply the above approach pointwise for f € F. The total effect sensitivity co-
efficients (10) become functions S; : 7 — R for j = 1,...,4. The SCM yields approxima-
tions (9) of the coefficient functions, which can be inserted in (10). Hence, our numerical
approach yields the global sensitivities without additional computational work.
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Moreover, differentiating (7) with respect to p; yields 35/9z; at any value of z defined as

N 9, 9z

Vi— — j=1,...,q. 12
52 o, j q (12)

%=Zj  p=0

The zjth mean sensitivity is obtained by integrating over the whole parameter space [44].

4 Optimization under noise emission and uncertainties

The problem of the empirical design of the cross-domain coupling on RFIC under uncer-
tainties based on the Sobol decomposition [38] has been has carried out in paper [48].
Within the nanoCOPS project (http://fp7-nanocops.eu/), the variance-based and the lo-
cal sensitivity analysis based on the PCE surface response model and the adjoint variable
method has been explored in many engineering fields. For instance, in [29] the forward
stochastic problem of the RFIC isolation under uncertainties has been studied in [28]. In
works [30—-32], in turn, the PCE-based stochastic collocation methods has been applied for
the UQ analysis and the robust shape/topology optimization of the power transistor device
under material and geometric uncertainties. Additionally, in the paper [23] the stochastic
inverse problem has been investigated. Here, we focus mainly on presenting the robust
framework, tailored for the application of the electromagnetic interference variability on
the RFIC, which is partially based on the preliminary results achieved in [29].

4.1 Objectives

In the ECM, the activity of the digital domain is represented by a current source .o,
which acts as an aggressor, shown on Fig. 6. To investigate the impact of noise generated
by the aggressor on victims part such as RxPA, XoLO and ADC, based on (3) and under
assumption of the first approximation by means of two-ports consisted of R, L elements,

the cross-coupling functions are defined as the frequency response in the following form

|gnd_adc — PCBgnd|

f) = | CpIADC(p, f)]| := 201 , 13
y1(p.f) =|Cp (p.f)| %% Vad dig _gnd_dig] (13a)
IXOLOgng — PCBguq
f) = | CpIXolo(p, f)| := 201 ) 13b
92(p.f) = | CplXolo(p. /)| % [Digitalygq Digitaly (13b)
IRXPA 4nd — PCBqnd|
y3(p.f) = | CpIRx(p,f)| := 201og : £ (13¢c)

|Digitalyqq — Digitaly,gl”
These functions allow for measuring the influence of emitted noise into the functioning of
RxPA, XoLO and ADC subsystems.? Additionally, the respecting bondwires, downbonds
and diepad vias, shown on Fig. 6, are assumed to be random-dependent in our stochastic
approach, i.e., z(p) = (z1(p1), z2(p1), z3(p1), za(p1)) T. Because of the application of the time-
harmonic analysis, the particular random parameters are represented by impedances z;,
which are explained more precisely in Sect. 5.

Correspondingly, the cross-coupling functions are the perfect candidates to be consid-
ered as the objective functions in the proposed optimization procedure. In our approach,
we simply convert the multi-objective optimization problem into the single objective by

using the averaged wighted method [17]. Thus, the random-dependent functional is for-
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mulated as follows

3

T =5 3 wlef)

i=1

I’ (14)

where the prescribed weight are assumed to be defined as w; = 0.5, i = 1,...,3. However,
in practical computation, presented in the next section, the response function y; (p,f) had
to be excluded from the optimization due to its totally insensitivity with respect to even
the relatively large input variations [29].

4.2 Robust formulation
In the conventional optimization, it is assumed, for simplicity, that the parameters of in-
terest are treated as deterministic variables. This, in turn, can lead to an optimal con-
figuration, which is very sensitive to the variation of the nominal parameters [47]. From
this perspective, there is a need to take into account uncertainties of material and/or geo-
metric parameters, including excitation term that comes from manufacture imperfection,
during the optimization process. To solve this problem, we propose to apply the robust
framework [40], invented by the Japanese engineer Taguchi. This allows for providing an
optimal design of the RFIC, which is insensitive to variations of random parameters as
well as robust versus the noise generated by the aggressors.

In the proposed robust formulation [32, 34, 42], an optimization problem constrained
by stochastic DAEs (2) read as

inf E[J (p.f)] + ny/ Var[ T (p.f)] (15a)

st. 1wC(p®)x(pY.f) + G(p©)x(p™.f) =s(f), k=1,....K, (15b)

Zmaxz S ZZ S Zming’ K = 1;"'yPy (15C)

where the expectation value E(-) and the variance Var(-) are defined by (8) and3 <n <6is
the prescribed coefficient, e.g, for the six-sigma method 1 = 6 [16]; z(p) is a vector of opti-
mized parameters, while zn,y, and zn,, denote their box constraints, respectively. In the
case of any gradient optimization method used to find the solution of the problem (15a)—
(15c¢), the derivative of the robust functional (15a) is required. The next section includes
the brief recall of basic concepts of some ‘deterministic’ sensitivity analysis techniques.

4.3 Sensitivity analysis for gradient calculation
The sensitivity analysis allows for investigating the influence of inputs perturbation into
the variation of output performance functions, i.e., the tolerance analysis. Its application
can be further extended to the problems of network synthesis, which is based on the op-
timization of the assumed network performance function, e.g., expressed by the robust
functional (15a).

The perturbation technique belongs to the simplest sensitivity techniques, in which the
first-order derivative is represented by a centered difference approximation for a fixed kth
grid point p,, ::pfﬁ), m=1,...,M by [10]

o o OXPS) . Xt Bf) =X =)
X(p.f) = - 7 + O(). (16)
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Here, /4 > 0 is a small value and the notation O(-) corresponds to the order of error in the
used approximation. The disadvantages of this technique are the computational complex-
ity and an numerical error related to the assumed approximation.

The direct sensitivity analysis, also known as the incremental model technique [5, 19],

which can be obtained by differentiating (15b) as follows

9C(p) 0G(p)

iwC(p)x(p.f) + G(P)X(p,f) = —iw o x(p.f) - o

x(p.f)- (17)

o 1)

This method, however, requires first forming j, (f), i.e., the right-side of (17) and then
solving the created system of equations M times including once analysis of the original
problem (15b) in order to evaluate X(p,f). Therefore, this procedure is computationally
expansive, even when the LU decomposition is re-used. To improve its numerical effi-
ciency it can be combined with the adjoint variable method [21]. It allows for calculating
derivative of the objective function F(x(p,f)) in an efficient way by

PRI < oy 1), =1, M, o
opm "

where the adjoint variable vector X(p, f) is the solution to the adjoint model, defined as
iwC(P)A(p.f) + GP)EP.S) = (VxF) " (19)

with ViF denoted as a derivative of F(x(p,f)) with respect to the state variable x(p, f) eval-
uated at the current solution x(p,f) = x*(p,f) [22]. In such a case, this technique becomes
a discrete counterpart of a continuous adjoint sensitivity analysis based on Tellegen’s the-
orem [5, 41] or based on the variational approach [7, 14, 26].

Moreover, in case of the robust formulation, the above-described sensitivity techniques
can be combined with the PCE (6), (7) and (8) in order to calculate the derivative of mean
and of standard deviation [1, 31, 32]. Within this context, in the nanoCOPS project, the
variance-based sensitivity analysis (10) has been used in [34] for the solution of a shape
optimization problem. In the current work, based on results achieved in [28], the so-called
mean gradient sensitivity analysis (12) has been applied to approximate the derivative of
the robust functional.

5 Results for numerical experiment and discussion

For the purpose of the optimization of the cross-domain coupling under uncertain param-
eters within a real-life RFIC problem, we replace the EMC, shown on Fig. 1 by the lumped
model depicted on Fig. 6. Furthermore, this model has been implemented and simulated
in Momentum. The implementation and deterministic simulation have been shown on
Figs. 2 and 5, respectively. In our equivalent lumped model, the digital ‘dirty’ part, that is
the aggressor, is represented by a current model .., with frequency ranging from 1 MHz
to 10 GHz. The resistances treated in the lumped model as deterministic variables are
defined in the following way: R; = 13.2 [Q2], Ry = 13.2 [Q2], R3 = 22.7 [Q2], Ry = 5.6 [©2],
Riy = 77 [Q], Riz = 332 [Q], Ros = 217 [Q2], Ros = 96 [Q2] and Rsy = 130 [L2]. The nominal
values of other (deterministic) parameters have been summarized in Table 1.



Putek et al. Journal of Mathematics in Industry (2018) 8:12 Page 13 of 19

&l vdig=Vdd_dig-gnd_dig e 2
er=gnd_rx-PCBgnd
B CoIRx=Vrx/Vdig

[=3] Vxolo=gnd_xolo-PCBgnd

B Coixolo=Vxolo/Vdig

Vadc=gnd_adC»PCBgnd 1E6 107 1ts 1to 1E10
&Rl CrIADC=Vadc/Vdig

Figure 5 Exemplary deterministic simulations of the EMC with the cross-domain transfer functions CpIRx(f),
CplXolo(f) and CplADC(f)

core
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gnd_RxPA gnd_dig
e =
DNW.
1
distributed network d diepad
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CBgnd
=

Figure 6 Chip architecture with domains indicated, testbench model for an RFIC isolation problem [8]

Table 1 Chosen values for the deterministic elements of the EMC model

Rdb Lab Rbw Lbw (@ G G
Elems. values 100.0 [m£2] 0.1 [nH] 100.0 [m£2] 2.0 [nH] 2.3 [nF] 0.4547 [nF] 0.2412 [nF]

Table 2 The mean values for the initial configuration

-0 -0 — -0 0 -0 0 )
R db_rxpa Ldbirxpa Rviaiexp Lviaiexp R 1b_xolo le7x010 Rlbirxpa leirxpa

Meanvalues  10.0[m£2] 002[nH] 0.1 [m] 001[nH 200[M] 04 [nH] 167 [mL] 033 [nH]

For the uncertainty quantification, we have chosen four parameters in the form of
impedances z(p) = (z1(p1),z2(p1),z3(p1),za(p1))T with entries defined as zi(py) =
E/(l +68 - p) + in,(l +68 - p), j=1,...,J, ] = 4 with the magnitude of the perturbation
8; = 0.2. Thus, in our stochastic model to reduce the complexity of the optimization al-
gorithm in terms of the number of iterations, we have made a specific assumption that
both parts of the complex number z; are perturbed by the same source of noise. The mean
values of the random variables have been included in Table 2. Furthermore, the pseudo-
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Figure 7 Mean gradient sensitivity analysis performed for the testbench model. Shown are the means of the
coordinates of the gradient of the modulus of the cross-domain frequency response transfer functions y;, y»
and y3 with respect to p
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Figure 8 Variance-based sensitivity performed for the testbench model. Due to the normalization, a value
close to 1 means a large (‘dominant’) contribution to the variance

spectral method for the UQ analysis has been implemented in Python v.2.7.6 using the
DAKOTA v.6.2 library [1]. For this purpose, first the set of random parameters p and
weights w have been generated using Stroud 3 quadrature rule. Next, for each quadrature
node pk ,k=1,...,K, K =2] =8, the deterministic simulation of the RFIC model has been
run. Due to the application of the uniform distribution for modeling random variables,
it holds that wy = 1/8. Finally, a priori unknown coefficients of the truncated polynomial
chaos have been calculated using (9). The results for the variance-based and mean gradient
sensitivity, analyzed in the first iteration of the optimization process, have been depicted
on Figs. 8 and 7, respectively.

The algorithm for the robust optimization has been implemented in Octave v.4.0.0 [9]
using a scripting language. Thus, the least squares nonlinear optimization problem (15a)—
(15¢) has been solved in every iteration using the normal equation method and the
Tikhonov regularization [27]. The final result of the robust optimization has been pre-
sented in Fig. 9, while Table 3 includes the optimized values, found in the 4th iteration.
Both the mean values and standard deviations of the cross-domain functions have been
reduced considerably, which can be seen on Fig. 9.
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Figure 9 Result for stochastic optimization of an RFIC problem : mean and standard deviation of the modulus
of the cross-domain frequency response transfer functions y;, y, and ys3 [28]

6 Conclusion

In our work, the PCE-based stochastic collocation method has been applied to study un-
certainty propagation throughout the ECM of a real-life RFIC device. In order to reduce
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Table 3 The mean values for the optimized configuration [28]

ﬁdb_rxpa Zdb_rxpa Rvia,exp Lvia,exp ﬁlb_xolo Zlb_xolco Elb_rxpa Zlb_rxpa
Mean values 937 [m€2] 0.0187 [nH] 0.13[M&] 0.0138[nH] 250 [mM] 05[nH] 036 [mMm] 7.22 [nH]

the computationally expansive simulation of the EMC, we have applied the equivalent
lumped model developed by the NXP Semiconductor. It allows for conducting each sim-
ulation within the realistic time of about several seconds. Furthermore, based on the re-
sponse surface model by truncated PCE, it has been possible to provide both the variance-
based and local sensitivity analysis of the cross-domain coupling. Thanks to this analysis
we could identify the most influential input parameters in a very efficient way. This infor-
mation can be further used for the physics-based design of an RFIC.

Another effective solution relies in incorporating the UQ into the regularized Gauss-
Newton procedure in order to find automatically impedances z. This approach applied in
our work allows to reduce the coupling effect of y3(f) in the mean sense approximately by
27 [dB] across the considered range of frequency (Fig. 9). Also the standard deviation of
¥2(f) and ys3(f) have been considerably reduced by 90% in average sense.

However, in our opinion, the application of the Pareto front method to solve a multi-
objective problem can further improve the provided results for the RFIC interference
problem due to competing objective functions y; and ys. In such a case, the AWM might
not approximate properly the Pareto front. However, this issue is considered as a further
direction of our research.
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