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Abstract
As the core technology in the field of aircraft, the route planning has attracted much
attention. However, due to the complexity of the structure and performance
constraints of the aircraft, the route planning algorithm does not have well
universality, so it cannot be used in a complex environment. In the paper, a
multi-constraints and dual-targets aircraft route planning model was established for
the real-time requirements of space flight, the dynamic changes of flight environment
with time, the accuracy requirements of positioning errors in the safety area, and the
minimum turning radius constraints. Based on the directed graph and dynamic
programming ideas, the model simulation and model validation were carried out
with the data of F question in the “16th Graduate Mathematical Modeling Contest”. The
results showed that the optimal path length obtained in data set 1 was 124.61 km, the
number of corrections was 11 times, the solution time was 2.3768 seconds, the optimal
path length obtained in data set 2 was 110.00 km, and the number of corrections was
12 times. The solution time was 0.0168 seconds. Multi-constraints and dual-targets
aircraft route planning model can plan the flight path of the aircraft intuitively and
timely, which confirmed the effectiveness of the model.
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1 Introduction
In the flight space, many factors need to be considered to plan a reasonable path for the
aircraft according to actual needs, such as the aircraft’s own performance, structure, ter-
rain, threat and so on, so that it can obtain an optimal path at a lower risk [1, 2], which is
a NP-complete problem [3]. So far, the aircraft’s route planning algorithm is still the focus
of research [4, 5]. Route planning belongs to the category of path optimization. Accord-
ing to the continuous and dynamic change of environment model, it is divided into global
route planning and real-time local route planning. Generally, the planning space is de-
fined as static, and the algorithm research of global route planning is carried out [6]. The
main methods are route planning mathematical methods, such as dynamic planning algo-
rithm, route planning intelligent methods [7–10], including article swarm optimization al-
gorithm, simulated annealing algorithm. Route planning geometric methods, specifically
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shortest path algorithm. However, these algorithms do not have well universality and can-
not be tracked for specific problems [11]. The route planning must be based on the premise
of satisfying the constraints. Otherwise, the route planning is only the approximate ideal
route under the assumed conditions, and does not have the feasibility [12].

At present, the research on multi-constraints route planning usually uses the objective
function weighting to establish the evaluation index of the model, and obtain the optimal
route through the algorithm. Since the aircraft usually needs to plan the flight path before
performing the mission and determine a series of way-points. It is known that the flying
distance of an aircraft is the shortest when it keeps a direct flight between two adjacent
way-points, the distance between the selected way-points of the aircraft is relatively long.
During the flight, the aircraft needs to be accurately positioned according to the posi-
tioning system to ensure that it can reach the destination and complete the flight mission.
There are often positioning errors in the positioning process, including horizontal and ver-
tical errors. The aircraft needs to locate the positioning error during the flight correction,
when the aircraft reaches the correction point, it can correct the error according to the
error correction type of the position. The location of the correctable flight area depends
on the terrain, and there is no uniform rule. If the vertical error and the horizontal error
can be corrected in time, the aircraft can fly according to the predetermined route, and
the error can be corrected by several correction points to reach the destination. However,
when the positioning error accumulates to a certain extent, the aircraft will not be able to
fly according to the original planned route. At the same time, due to the limitation of the
structure and control system, the aircraft cannot turn in time, so it cannot fly according
to the original planning path. Therefore, it is of practical significance to plan reasonably
the way-points with dynamic characteristics under multiple constraints.

This paper aims to minimize the path of the aircraft during flight and minimize the
number of corrections in the correction area. The dual-targets model was established and
the corresponding algorithm was given. Based on the idea of dynamic programming, this
method embodies the advantages of multi-stage and decision-making process. Combined
with the characteristics of graphical ordered search, it is essentially a path planning algo-
rithm based on geometric principle, step generation and multi-targets constraints.

2 Establishment of multi-constraints and dual-targets route planning model
2.1 Problem statement
Assume that the flight area of the aircraft is as shown in Fig. 1. The starting point is point
A and the destination is point B. Its route constraints are as follows:

(1) The aircraft needs real-time positioning during space flight, and its positioning error
includes vertical error and horizontal error. For every 1 m flight, the vertical error
and horizontal error will increase by δ dedicated units. When reaching the ending
point, the vertical error and horizontal error should be less than θ units. To simplify
the problem, it is assumed that when both the vertical error and the horizontal error
are less than θ units, the aircraft can still fly according to the planned path.

(2) The aircraft needs to correct the positioning error during flight. There are some safe
positions (correction points) in the flight area that can be used for error correction.
When the aircraft reaches the correction point, it can correct the error according to
the error correction type of the position. The location of correction of vertical and
horizontal errors can be determined according to the terrain before route planning
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Figure 1 Schematic diagram of the aircraft route planning area

(as shown in Fig. 1, the yellow point is the correction point of horizontal error, the
blue point is the correction point of vertical error, the starting point is point A, the
destination is point B, and the black curve represents a route). The location of the
corrected flight area depends on the terrain and has no uniform rule. If the vertical
error and horizontal error can be corrected in time, the aircraft can fly according to
the predetermined route, and finally arrive at the destination after error correction
through several correction points.

(3) At point A of the departure point, the vertical and horizontal errors of the aircraft
are assumed be zero.

(4) After correcting the vertical error of the aircraft at the vertical error correction
point, the vertical error will be changed to zero and the horizontal error will remain
unchanged.

(5) After the aircraft performs horizontal error correction at the horizontal error
correction point, its horizontal error will be changed to zero and the vertical error
will remain unchanged.

(6) Assumed that the vertical error of the aircraft is not greater than α1 units, and the
vertical error correction is corrected when the horizontal error is not greater than
α2 units.

(7) Assumed that the vertical error of the aircraft is not greater than β1 units, and the
horizontal error is corrected when the horizontal error is not greater than β2 units.

(8) The aircraft are limited by the structure and control system during the turn and
cannot complete the immediate turn (the direction of the aircraft cannot be changed
abruptly), the minimum turning radius of the aircraft is assumed to be 200 m.

Through the above assumptions, the aircraft can finally arrive at the destination after
error correction through several correction points.

2.2 Establishment of model
Due to the short distance between way-points relative to the earth, the earth rotation and
spherical curvature are ignored. The model of the directional route map and the mini-
mum turning radius arc are established to elaborate framework by considering the least
error correction point among the route points, the shortest path length and the minimum
turning radius constraints between way-points.
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Figure 2 Schematic diagram of the directed graph

2.2.1 Establishment of dynamic directional route map
In the three-dimensional flight space, except for the end point and the start point, there
are many correction points, and the correction points are converted into a directional
correction point route map by establishing a directed graph, as follows:

(1) Calculated the main direction from the starting point to the ending point;
(2) After an error correction point, the division plane was established by using the

principal direction of the point as a normal vector;
(3) Searched all error correction points on the side of the main direction on the

segmentation plane (without the ending point);
(4) Assumed that the current horizontal and vertical errors were both zero, all

reachable correction points were found according to the constraints;
(5) Add a path from the current point to the reachable point (the direction is the

current point points to the reachable point);
(6) Perform the above operations for all points (excluding the ending point).
The establishment diagram of the directional map of the correction point of the spatial

error is as follows.
It can be seen from Fig. 2(a) that the original data is randomly scattered in the space

to form a spatial undirected scatter point. Figure 2(b) establishes a plane with the normal
vector in the main direction from the starting point to the end point, Fig. 2(c) sets the
possible path at the starting point, and Fig. 2(d) sets the path at the correction point.

2.2.2 Demonstration of minimum turning radius based on spatial geometry principle
In view of the constraint of the minimum turning radius Rmin = 200 m, R ≥ 200 m, it is
firstly analyzed and demonstrated in two-dimensional space.

As shown in Fig. 3 and Fig. 4, point O(0, r) is taken as the center of the circle, r as the
radius of the circle O, and the tangent of the circle O is taken through the point, and
the tangent intersects the circle O at point Q, then point Q(uq, vq) meets the following
conditions,
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Figure 3 Path analysis of the positive axis in the UV coordinate system

Figure 4 Analysis of the path of the anti-axis direction in the UV coordinate system

(a) Point q is on circle O;
(b)

−→
OQ perpendicular to

−−−→
Ni+1Q;

(c) Ni+1Q in the clockwise direction of
−−−→
Ni+1Q;

The coordinates of Q point are derived as follows,

⎧
⎪⎪⎨

⎪⎪⎩

u2
q + (vq – r)2 = r2,

uq(uq – uNi1) + (uq – r)(vq – vNi1) = 0,

(uq – uNi1)(vNi1 – r) – (vq – vNi1)uNi1 > 0.

(1)

The coordinates of the Q point can be obtained by solving the equations, and the coor-
dinates of the Q(uq, vq) point are known. The coordinates of Ni+1 and Ni are known, and

�

NiQ can be obtained. Then you can get the new path:

�

i =
�

NiQ +Ni+1Q. (2)
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Figure 5 ρ and α changes between the diagram

After repeated calculation and verification, it is found that the complex solution of the
coordinates can be transformed into the solution of the route path variation ratio, which
simplifies the path solving step and saves computation time. The specific derivation pro-
cess is as follows:

Let, ∠Ni–1NiNi+1 = θ1, NiNi+1 = m, NiO = r; Known Ni(0, 0), O(0, r), Ni+1(m cos θ1,
m sin θ1) and

−→
OQ perpendicular to

−−−→
Ni+1Q,

−−→
ONi perpendicular to

−−−→
NiNi+1,

From is, get

−−−→
Ni+1Q =

√

|−−−→
Ni+1Q|2 – |−→OQ|2, (3)

and because of α = arccos[
−→
OQ

−−→
ONi−−→|OQ|−−−→|ONi|

],
�

NiQ= rα, α is the arc system, path is:

�

i =
�

NiQ +Ni+1Q = rα +
√

|−−−→
Ni+1Q|2 – |−→OQ|2. (4)

Then it can be proved that the path change ratio is:

ρ =
rα +

√

|−−−→
Ni+1Q|2 – |−→OQ|2 – m

m
. (5)

From Fig. 5, the path variation ratio ρ and α change as follows.
As shown in Fig. 5, the variation ratio ρ gradually decreases as the α increases, and when

α is at [0, 104], the change is more severe and shows a downward trend. At that time, the
variation ratio ρ is less than 1%, which has little impact on the value of ρ .

From Fig. 6, the variation change ratio ρ and the path length m as follows.
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Figure 6 ρ and the path lengthm change between the diagram

As shown in Fig. 6, The variation ratio ρ gradually decreases as the length m increases.
When the length m is greater than 1 km, the variation ratio is less than 1%, and when it is
greater than 4.05 km, the change ratio is less than 0.1%, which has little effect on the value
of variation ratio ρ .

Through the above analysis, the increase of the calculated route path changes little com-
pared with the optimal route path without the minimum radius is limited.

Since the above inferences are all displayed in the two-dimensional plane coordinate
system UV, the two-dimensional plane is now expanded into the three-dimensional space,
as shown in Fig. 7.

As shown in Fig. 7, where XYZ represents the coordinate system in three-dimensional
space, where NiNi+1,

�

NiO, and Ni+1Q are the flight paths of the error correction points, the
black part is the straight flight path, and the red is the arc flight path.

2.2.3 Establishment of multi-constraints route planning model
It is assumed that the aircraft route planning process has the shortest route length, the
least number of corrections, and the minimum turning radius is the objective function, in
which the sequence P = {A, N1, N2, . . . Nm, B} is used to represent the starting point A, the
ending point B and the possible correction point.

Minimum turning arc radius model:

�

l = Rα, (6)

where R is the turning radius, α = arccos[
−→
OQ

−−→
ONi−−→|OQ|−−−→|ONi|

].
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Figure 7 Three-dimensional path analysis diagram

Total route length model:

L(P) =
m∑

i=1

dis(Ni, Ni+1) + dis(A, N1) + dis(Nm, B)+
�

l . (7)

Where dis represents the Euclidean distance between two points in space,
�

l represents
minimum turning arc radius.

Model of correction times in route:

V (P) =
m∑

i=1

ui(x). (8)

Where ui(x) is the number of correction times at ith route node.

ui(x) =

⎧
⎨

⎩

0, others,

1, δhi(x) < ϕ or δvi(x) < ϕ.
(9)

Where ϕ is the minimum horizontal and vertical error, hi(x)and vi(x) are the horizon-
tal and vertical errors of the ith route node. Respectively, when equation δhi(x) < ϕ and
δvi(x) < ϕ is satisfied, the correction times of the ith route node shall be recorded as 1,
otherwise, the correction times shall be recorded as 0.
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Multi-constraints and dual-targets path planning model:

min
[
L(P), V (P)

]

s.t.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑m–1
i=1 hi(x) < θ ,

∑m–1
i=1 vi(x) < θ ,

δhi(x) < ϕ,

δvi(x) < ϕ,

r ≥ 200,

Li > Lmin.

(10)

Where hi(x) and vi(x) are the horizontal and vertical errors of the ith route node respec-
tively, and Lmin is the minimum flight distance between two adjacent correction points.

2.2.4 Model solution based on directed graph and dynamic programming
The introduction of the model running environment is shown in the Table 1.

Algorithm flow chart of route planning model is as follows in Fig. 8.
The specific solution algorithm steps are as follows.

Table 1 Environment introduction

Attributes Parameter

Processor Intel(R) Core(TM) i7-7700HQ @ 2.80 GHz
Operating System Based on x64 processors
System Type Windows 10
Platform MATLAN V2018a

Figure 8 Algorithm flow chart of route planning model
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Step1: Construct a route map of the directed correction point according to the distribu-
tion of the correction points (including the start point and the end point) in the space;

Step2: Initialize the current position and record the error of the correction point;
Step3: According to the constraint condition to determine whether the path can reach

the ending point, if it can, then go to step 4, if not, then perform Step 6;
Step4: Record the path, and update the directed route map to determine whether the

path is the first valid path, if otherwise, execute Step 5, if yes, execute Step 9;
Step5: Judge whether the path is better than the existing path, if yes, replace the existing

path with the path and execute Step 9, if otherwise, execute Step 2;
Step 6: Judge whether there is a feasible path at the current location. If there is, execute

Step 7. If not, execute Step 9;
Step7: Select a path, calculate the path length and the cumulative error of the correction

point according to the minimum turning radius model, and judge whether it can be cor-
rected according to the correction type of the point. If yes, execute Step 8. If not, delete
the path and return to Step 6;

Step 8: Update the current position and correct the accumulated error according to the
correction type of the point, and turn to Step 3;

Step 9: Judge whether the current point is the ending point. If yes, terminate the algo-
rithm. Otherwise, update the current position to the previous position and turn to Step 6.

3 Model application and evaluation
3.1 Model application
In order to verify the feasibility and effectiveness of the algorithm, a simulation experiment
was carried out. The verification is performed by using two data sets, wherein the number
of correction points in the data set 1 is 613, and the number of correction points in the
data set 2 is 317, And each correction point contains coordinate information in space,
correction point type, and mark type. The calibration points in the data set 1 are randomly
selected as shown in Table 2.

Suppose the parameters in data set 1 are as follows: α1 = 25, α2 = 15, β1 = 20, β2 = 25,
θ = 30, δ = 0.001. The parameters in data set 2 are as follows: α1 = 20, α2 = 10, β1 = 15,
β2 = 20, θ = 20, δ = 0.001.

The solution path planning in data set 1 is shown in Fig. 9.
As shown in Fig. 9, except for the starting point, all the correction points and ending

points in the three-dimensional graph include the accumulation of vertical correction er-
ror and horizontal correction error, and the correction points are marked in yellow. The
starting point and the ending point are marked in red, and the route direction was from
left to right. The route length in data set 1 was calculated to be 112.43 km, and the number
of correction are 8 times. Because of the arc in the route path, it is clearly marked with a

Table 2 Position and correction type of 5 randomly selected points

Calibration
point number

X coordinate
/m

Y coordinate
/m

Z coordinate
/m

Calibration
point type

0 0.00 50,000.00 5000.00 A
1 33,070.83 2789.48 5163.52 0
2 54,832.89 49,179.22 1448.30 1
3 77,991.55 63,982.18 5945.82 0
4 16,937.18 84,714.34 5360.29 0
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Figure 9 Spatial route planning representation in data set 1

Table 3 Data set 1 route planning table

Calibration
point number

Vertical error before
correction / unit

Horizontal error before
correction / unit

Calibration
point type

0 0.00 0 A
346 11.25759118 11.25759118 11
69 11.81499439 23.07258557 01
237 24.31447751 12.49948312 11
233 10.8239642 23.32344731 01
375 23.63017415 12.80620995 11
315 11.69584636 24.50205632 01
406 24.50788624 12.81203988 11
248 9.205034064 22.01707394 01
612 28.71848498 19.51345092 B

red marking box in the figure, and the red arc is the increased path length. The specific
route planning table is as follows,

It can be seen from the Table 3 that in addition to the starting point and the ending
point, though 8 correction points, the final cumulative vertical error is 28.718 units, and
the horizontal error accumulation is 19.513 units. Correction point type of 01 indicates
that the vertical error correction is successful, correction point type of 11 indicates that
the horizontal error correction is successful.

The solution path planning in data set 2 is shown in Fig. 10.
The mark in the Fig. 10 is consistent with Fig. 9. The route length in data set 2 is calcu-

lated to be 110.20 km, and the number of corrections to go through is 12 times. Because
of the arc in the route path, it is clearly marked with a red marking box in the figure, and
the red arc is the increased path length. The specific route planning table is as follows,

It can be seen from the Table 4 that in addition to the starting point and the ending
point, though 13 correction points, the final cumulative vertical error is 6.960 units, and
the horizontal error accumulation is 13.514 units. Correction point type of 01 indicates
that the vertical error correction is successful, correction point type of 11 indicates that
the horizontal error correction is successful.

3.2 Model evaluation
(1) Discussion on the complexity of time and space
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Figure 10 Spatial route planning representation in data set 2

Table 4 Data set 2 route planning table

Calibration
point number

Vertical error before
correction / unit

Horizontal error before
correction / unit

Calibration
point type

0 0.00 0 A
163 13.28789761 13.28789761 01
114 18.62205093 5.334153324 11
8 13.92198578 19.2561391 01

309 19.44631118 5.524325401 11
305 5.968714547 11.49303995 01
123 15.17310764 9.204393096 11
231 9.436726707 18.6411198 01
160 18.15390257 8.717175866 11
92 5.776163625 14.49333949 01
93 15.26088202 9.484718396 11
61 9.834209702 19.3189281 01
292 16.38812359 6.553913884 11
326 6.960509275 13.51442316 B

The model established by this algorithm was the nearest point search by KD-tree, which
greatly improved the search speed. However, due to the different performance of different
data sets in the route space, the position of the correction points was inconsistent, and
the calibration point route map was also different, and the time complexity could not be
directly calculated. In this paper, we used the method of average value to get the relation-
ship between the data scale n and the calculation time. According to the density of the
data correction point distribution, we randomly generated 50 groups of test models for
each value of n, and the results are as follows.

It can be observed from Fig. 11 that the average running time increases as the data size
n increases.

At the same time, this algorithm used queue to save the current path points to be pro-
cessed, which greatly reduces the memory consumption of the algorithm itself.

(2) Comparison of time and iteration number
Table 5 shows the length of time spent by the model in two data sets and the number of

model iterators.
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Figure 11 Quantity- time curve graph

Table 5 Comparison of time and iterations

Dataset type Take times/s iterator times/s

Dataset 1 2.3769 26,025
Dataset 2 0.0370 207

Through the analysis of the Table 5 and the comparison between data set 1 and data set
2, it is found that the operation results are affected by the number of correction points and
correction types in data set 1, which lead to the long time spent in data set 1.

4 Conclusion
In the paper, the real-time requirements of the aircraft in space flight, the dynamic changes
of the flight environment with time, the accuracy requirements of the positioning error in
the safety area, and the minimum turning radius constraints were fully considered, and fi-
nally, the multi-constrained and dual-target aircraft route planning model was established.
Through the working principle of pulley block to solve the problem of minimum turning
radius restriction, the path scheme was designed and proved by space geometry transfor-
mation, which simplified the minimum turning radius restriction. It solved the problem
that the positioning system could not accurately located itself due to the structural con-
straints of the aircraft system, and due to the limitation of structure and control system,
the aircraft could not complete the real-time turning. And then, the optimal path was ob-
tained, and the validity and superiority of the model establishment were demonstrated
from multiple dimensions. Finally, two kinds of data sets were used to test the model, and
the schematic diagram of flight path optimization under the two data sets was drawn, and
the optimal path length and the minimum number of aircraft correction were obtained.

Experiments showed that the model established by the algorithm can not only obtain the
optimal path, but also the minimum correction point. The optimal path length obtained
in data set 1 is 124.61 km, the number of corrections is 11 times, and the optimal result
is obtained in data set 2. The path length is 110.00 km and the number of corrections
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is 12 times, and the space complexity and time complexity of the algorithm show good
performance.
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